displays, or printed message regarding the status of the system. If the
system becomes non-operational, then sufficient fault isolation information
should be available to the operator to enable a repair.

The fault communication, logging and characterization are also essen-
tial functions which provide a means for establishing the health status of
the computer system at any given time. These aid in fault diagnosis and
ultimately in automatic error recovery if possible. Faults detected at the
lowest level (module level) should be communicated to the higher levels
(chassis, system levels). Fault communication may be done via regular data
paths in the system or via separate fault communication channels.

Fault logging implies any means of keeping a detailed record of the
failures as they occur. Such error record provides a diagnostic feedback
and is necessary to characterize the types of faults that occur most fre-
quently. This is particularly useful in diagnosing failures due to trans-
ient or intermittent faults. Since the failure symptoms due to intermit-
tent faults are not easily reproducible, the isolation of intermittent
faults relies more on the accumulated error statistics. Isolation of an
intermittent fault becomes easier if it can be mapped to a set of intermit-
tent faults which can be probabilistically related to known sources of
failures.

Once 2 fault has been detected while the computer is executing a cer-
tain instruction of the application program, several responses are possible
which depend on the type of fault, the machine status at the time the fault
occurred, the recovery features designed in the computer architecture. All
of these responses to a failure may be broadly classified under fault
handling. Typically, one of the following actions occur when a fault is
detected.

1. Abort current instruction and halt.
2. Branch control immediately to diagnostic hardware, firmware or T

software for fault diagnosis.
3. Attempt instruction retry.
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Although fault handling is an essential function of the built-in-test,
it is considered to be beyond the scope of this report. Therefore, it will
¢ not be treated in any greater detail. Emphasis will be placed on the de-
tection and identification of the failed modules. ;

2.3.4 Built-In-Test Approa.hes

In view of the built-in-test objectives stated in Section 1.1 and the
Form, Fit, and Function (F3) specifications summarized in Section 2.1,
a top-down approach to the selection of candidate BIT techniques is recom-
mended. In the Military Computer Family, the following hierarchical levels
are easily identifiable.

1. MCF Member Level (System Level)
2. Chassis Level
3. Module Level

Built-In-Test techniques which will be considered may be incorporated
at any one or combinations of the above mentioned hierarchical levels. The
basic approach used in this study is to identify a set of BIT techniques at
each level and then select candidate BIT techniques based on certain per-
formance versus cost criteria. The BIT effectiveness criteria for perfor-
mance and cost are discussed in the next section.

Each hierarchical level affords a certain level of fault detection and
a degree of fault isolation capability because of the observability and
controllability problems. In order to enhance the performance/cost figure
: of the candidate BIT techniques, it is necessary to study the fault de-

4 ; tection requirements and the BIT resources available at each hierarchical

. level. Furthermore, the fault communication and hardware/software inter-
faces between the various constituent BIT elements at each hierarchical
A level need to be investigated.

In summary, fault detection and identification at the various levels
may be performed using continuous monitoring, sampled monitoring, idle time
monitoring or other off-line techniques. Approaches will be emphasized

23




which will provide continuous monitoring with minimum impact on system
performance.

2.3.5 Built-In-Test Effectiveness Criteria fpr Performance and Cost

The effectiveness of any built-in-test approach may be measured in
terms of the ratio of its performance to the cost of implementing it. In
quantifying the performance/cost ratio there are a significant number of
parameters or sets of parameters which can be considered.

In view of the broad objectives of the built-in-tests for the MCF com-
puter systems, a set of general parameters has been chosen. Since the main
objective of the BIT for the MCF is to detect and isolate faults with a low
probability of false module pull, the performance parameters should be able
to measure the probabilities of detecting and localizing faults as well as
the probabilities of false alarms. Furthermore, since the mean time to re-
pair is also an essential consideration in the maintenance of MCF computer
systems, the performance parameters should include the time required to
detect and isolate faults. This forms a set of five performance measure-
ment parameters which are defined below.

PsFp - Probability of System Fault Detection

PLFe - Probability of Localizing to Faulty Element

PEA - Probability that suspected Faulty Element is not Faulty.
(False Alarm)

Tsrp - Time to System Fault Detection

TLFe - Time to Localize to Faulty Element

The cost of implementing a BIT approach can be broadly categorized
into hardware and software costs. The hardware costs mainly involve space
(A), power (P), and failure rate (FR). The hardware cost can te measured
in terms of the percent increase in the space, power, and failure rate due
to the additional BIT circuitry.

The software costs on the other hand are more difficult to assess.
The software is impacted at three levels: 1) operating system software
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(0S}, 2) applications software (AS), and 3) diagnostic software (DS).
Additional BIT functions typically increases the operating system responsi-
bilities because it must provide for the user/BIT interface and may have to
perform error handling tasks. The BIT functions are generally transparent
to the user. However, the application software will be impacted if the
user is to be provided with the option to control some of the BIT func-
tions. The diagnostic software can generally be simplified by additional
BIT hardware. :

The Figure 2.9 and the Table 2.4 summarize the effectiveness criteria
used in accessing the BIT approaches for the MCF computer systems.
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TABLE 2.4. MCF BUILT-IN-TEST PERFORMANCE/COST CRITERIA

Performance

Criteria

1. Probability of on-line detection
of a system malfunction (Pgrp)

2. Time to detection of system
malfunction (Tgpp)

3. Probability that a suspected
faulty element is not faulty

(Pgp)

4. Time to localize to a faulty
system element (T )

5. Probability of localizing to a
faulty system element (P pg)

(w
(=}
w
(ad

Criteria

Space (A)

Power (P)

Failure Rate Increase {FR)

Operating System (0S)

Applications Software (AS)

Diagnostic Software (DS)

Comment

Implies fault detection and
notification of fault.

Includes fault detection error
latency plus user notifica-
tion time.

Refers to maintenance false alarm
rate.

Time between user initial noti-
fication that system has

mal functioned and when user
determines which element is
faulty.

Probability of determining which

module, chassis, member is
faulty.

Comment

'Includes board space, chassis

slots, module pinouts, chip
count, etc.

Refers to additional power
required by BIT circuitry.

Reduction in module, chassis
and/or system MTBF due to BIT
circuitry.

May be impacted if error handling
is part of the 0S responsibility.
Also can be impacted by user/BIT
interface.

May be impacted if user is pro-
vided with the option to control
some of the BIT functions.

Generally can be simplified by BIT
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3.0 OVERVIEW OF SOME RELATED PRIOR GENERATION COMPUTER BUILT-IN-TEST
FEATURES

In an effort to build on the BIT knowledge and experience that other
people have developed, a review of prior computers was carried out. Care-
ful attention was paid to BIT techniques, not only in fault detection
schemes, but in error handling and fault reporting approaches also. Some
of these computers have fault tolerant features built into them that affect
their maintainability. Special note was made of these features when they
might be applicable to the MCF computer systems. Five computers were se-
lected for this detailed fault detection/reporting study. The STAR com-
puter and 1A Processor (from the No.4 ESS) were chosen because of their ex-
tensive fault tolerant features. The PDP 11/60 and 11/70 were included in
this group as representatives of current commercial minicomputers. The
last computer in this group is the AN/AYK-14(V) which represents a modern
military minicomputer.

3.1 STR

The Jet Propulsion Laboratory developed the STAR computer to be used
in space missions where on-site repair was impossible. Therefore, it was
necessary to design a computer that was ultra-reliable. Toward this goal,
fault-tolerance was used extensively. While the MCF computers will not be
designed for complete fault tolerance, many of the fault detection techni-
ques uscd in the STAR's fault tolerance can be used.

In the STAR computer, all machine words, both data and instructions,
are encoded in error-detecting codes. Fault detection occurs concurrently
with the execution of the programs. The error-detecting codes are supple-
mented by monitoring circuits which serve to verify the proper synchro-
nization and internal operations of the functional units. Each functional
unit is autonomous and contains its own sequence generator, as well as
storage for the current operation code, operands and results. One out of
every ten clock cycles is used to report status {error) information to the
central control unit. Status message originating circuits within the 1/0,
as well as the status lines are duplicated to allow the detection of a
fault in the status message. The absence of an expected "Output Active"
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message is also a fault condition. Finally, some more critical 1/0 units
are duplicated to ensure that all operations are performed correctly.

s TR

3.2 1A Processor ,

The 1A Processor of the No. 4 ESS (Electronic Switching System) was
developed by the Bell System to handle a large number of long distance
telephone calls iith an availability very close to 100%. In fact, the
objective was less than two minutes a year down time. With reliability and
availability goals this high, it is necessary to use fault tolerance tech-
niques to allow operation of the unit until the failed part can be re-
placed. Special attention was given to the fault detection techniques as
these are essential to BIT, also. A block diagram of this processor is
shown in Figure 3.1.

In the 1A processor, all subsystems have redundant units that are con-
nected to the basic system via a redundant bus system. The central control
unit is fuily duplicated; they operate in step and compare all results.

The memory subsystem that contains the program consists of a prime set plus
two "roving spare" units. 1In the event of a failure, the contents of the
faulty memory is copied from the duplicate copy to one of roving spare
units. The memory that stores the data on transient calls is fully dupli-
cated on-line.

Parity checks are performed on all communications, that is on both
address and data over all buses. Within subsystems, there are interval
self checking timers that can detect major timing errors and lack of sub-
system response. Each peripheral device is polled to determine its status.
Under program control a signal can be sent to each 1/0 device to request an
: automatic response, which checks the I/0 loops. All vital communications
§ ; buses are duplicated and transmitted information contains redundant infor-
mation for error detection. In addition, transformers are used to couple
the bus to minimize the probability that a faulty 1/0 device could make the
bus completely unusable for all other devices on the bus. Internal parity
is carried with most of the information with each subsystem. Software as §
well as the normal hardware checks are used to check for parity errors,
thus each verifying the proper operation of the others.
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Figure 3.1. 1A Processor Block Diagram
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3.3 PDP-11/60

The PDP-11/60 is a general purpose commercial minicomputer manufac-
tured by the Digital Equipment Corporation (DEC) [7]. It is a 16-bit user
microprogrammable machine. Several test and fault diagnosis features have

been incorporated in the PDP-11/60 design that make it more easily main-

tainable.

below.

1.

5.

A oo e e e

The PDP-11/60 features related to built-in-test are discussed

Diagnostic/Bootstrap Loader. The bootstrap loader program is
stored in a special ROM along with a rudimentary diagnostic pro-
gram. This diagnostic is executed each time the system is boot-
strapped. It tests the central processor, cache memory, main
memory and the basic PDP-11/6V instruction set. Hardware problems
detected by the diagnostics cause the computer to halt and the
fault signature i; displayed on the console panel.

Diagnostic Control Store (DCS) Module. This module has a 2K x
48-bit ROM which contains microdiagnostics for testing the CPU.
The module has its own self-testing diagnostic microcode. The
microdiagnostics can be initiated from the console panel or the
DCS module itself. LED's on the DCS module indicate an error code
which can be looked up in a fault directory to determine the de-
fective CPU board(s).

Error Logging. The CPU logs error information into special
scratchpad registers at the time of error. This error log in-
cludes UNIBUS data, physical address, cache address, cache data,
next microaddress, last interrupt vector at the time of error.
This error log can be read from the console panel or used by
diagnostic programs for fault isolation.

Parity bit(s) and associated parity generation/checking are avail-
able on cache and main memory (core). For semiconductor main
memory (MOS) error correcting code (ECC) is also available option-
ally.

Software Diagnostics. There are several types of diagnostic soft-
ware available for fault detection, isolation, and reliability
tests. This software typically resides on mass storage devices
and must be loaded in the main memory before being executed.
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4.8 Basic System Test Configurations

One of the motivations in recommending a Chassis Level BIT is to pro-
vide a stand-alone, self-test capability for each chassis within the sys-
tem. An advantage of this is that if hardware in a certain chassis is
suspected to be malfunctioning that chassis may be disconnected from the
system for test purposes. While the chassis is being tested in self-test
mode to localize the fault, the system can at least be operated in a re-
duced configuration. This way the entire system resources need not be tied
up during maintenance. Figure 4.11 (a) depicts the test configuration for
the stand-alone chassis level tests.

In case of a complete system failure, the testing should begin in a
building-block fashion. First, the System Console Panel should be used to
check out the hard core logic (microsequencer and micromemory operations).
Following that microdiagnostics can be invoked to test the basic CPU func-
tions. If necessary, microdiagnostics may be loaded into micromemory from
the external mass storage device via the system console panel. This basic
CPU test configuration is shown in Figure 4.11 (b). Microdiagnostics may
also be used to check the cache memory (if present), main memory and its

associated data paths.

The remaining portions of the system can then be tested under CPU
control using macrodiagnostic software as shown in Figure 4.11 (c). The
macrodiagnostics should include functional and reliability tests for all
modules and system peripheral devices (disks, magtapes, line printers,
etc.).

4.9 Built-In-Test Functional Specifications

In view of all the discussions regarding the 3-level approach for
built-in-tests presented so far, the following more detailed functional
specifications can now be formulated.

4.,9.1 Module Level Built-In-Tests

1. Continuously detect, using additional test hardware logic, faults
within the module when the module is on-l1ine. This should be done
by partitioning the module into simpler logical subfunctions and
providing a passive test logic for each subfunction. ;
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2.

3.

6.

Log the type of error detected in error status register(s) on the
module. The error status register(s) should be accessible to the
higher level BITs. Furthermore, error status register once set
should only be cleared by either the system reset signal or by
command from the higher level BITs.
Be capable of reporting the fault condition via user programmable
hardware interrupt option to the

(a) System Level BIT in the CPU module

(b) Chassis Level BIT Module.
Report all detected faults to the operator via non-volatile indi-
cators placed on the module.
Be capable of aiding the Chassis and System Level BITs via pro-
grammable hardware logic to conduct fault detection and isolation
tests when the module is in idle state or off-line. The faults
being detected may lie

(a) within the module

(b) in external data paths (input/output lines) connected to

the module

(c) in other modules.
The additional hardware logic used for this purpose should be pro-
grammed through and maintenance register(s) or maintenance bits in
error status register(s) specially provided for this purpose.
Measure and record separately on each module in non-volatile form
the accumulated elapsed time for which the power has been applied
to that module.

4.9.2 Chassis Level Built-In-Tests

1.

Continuously monitor all faults being reported by lower level

BITs.

(a) For the Expansion Chassis Level BIT the lower levels are the
BITs on the modules within the chassis.

(p) For the Main Computer Chassis Level BIT the lower levels are
the BITs on the modules within the Main Computer Chassis and
the Expansion Chassis Level BIT Modules.




2.

Log the type of fault reported and the identity of the module re-

porting it in a non-volatile store on the Chassis Level BIT Mod-

ule. This may be done by reading the error status register(s) of

the faulty module. :

Be capable of characterizing the reported faults into at least re-

petitive or non-repetitive classes (stuck-at or transient faults)

by counting the number of occurrences. This can be done by analy-

zing the fault log on the Chassis Level BIT Module.

Be capable of reporting the fault conditions via user programmable

hardware interrupt option to the higher level BITs.

(a) For the Expansion Chassis Level BIT the higher levels are the
Main Computer Chassis Level BIT Module and the System Level
BIT in the CPU module.

(b) For the Main Computer Chassis Level BIT the higher level is
the System Level BIT in the CPU module.

Report all faults or fault signature to the operator via indica-

tors, or numeric displays or small alpha-numeric printer on the

Chassis Maintenance Panel.

Be capable of executing a selected test or tests (resident in non-

volatile memory on the Chassis Level BIT Module) to detect and

isolate hardware faults in all modules within the chassis if com-

manded by the operator via the Chassis Maintenance Panel when the

chassis is in stand-alone mode.

Be capable of executing idle time test or tests (resident in non-

volatile memory on the Chassis Level BIT Module) to detect and

isolate hardware faults on all modules within the chassis when

command by the System Level BIT via the CPU.

Measure and record separately on each chassis in non-volatile form

the accumulated elapsed time for which power has been applied to

that chassis.

4.9.3 System Level Built-In-Tests

1.

Continuously monitor all faults being reported by lower level
BITs, 1.e., all Module Level BITs within the system, and the
Expansion Chassis and Main Computer Chassis Level BIT Modules.
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2. Log the type of fault reported and the identity of the source re-
porting it in a non-volatile store in the main memory or a file on
a mass storage device.

3. Be capable of characterizing the reported faults into at least re-
petitive or non-repetitive classes (stuck-at or transient) by
counting the number of occurrences. This can be done by analyzing
the fault log mentioned in Item 2.

4. Be capable of reporting fault conditions (via user programmable
software option) to the operator in one or more of the following
ways.

(a) Indicators on the System Console Panel
(b) Indicators on the Main Computer Chassis Maintenance Panel
(c) Printed message on any system output device.

5. Be capable of executing a selected test or tests, resident in non-
volatile system memory, to detect and isolate faults in all mod-
ules within the system when commanded by the operator via the Sys-
tem Console Panel.

6. Be capable of executing test or tests, resident in non-volatile
system memory, to detect and isolate faults in all modules within
the system when initiated by the user via software instructions.

7. Be capable of executing a selected test or tests (resident in non-
volatile micro-memory of the CPU module) to detect and isolate
faults in the CPU module when initiated in one of the following
ways:

(a) by the user via a software instruction
(b) by the operator via the System Console Panel
(c) by the Main Computer Chassis Level BIT module.

4.10 Summary of the Built-In-Test Functions

The built-in-test features discussed in this section for the MCF com-
puter systems are summarized in Table 4.2. The seven major functions dis-
cussed in this section are listed in the left-most column of Table 4.2.
The responsibilities of the Module, Chassis, and System Level BITs during
on-line, idle time, and off-line testing are shown in adjacent columns.




TABLE 4.2.

MCF MODULE, CHASSIS AND SYSTEM LEVEL BITS.

SUMMARY OF THE BUILT-IN-TEST AND FUNCTIONS FOR THE

Functions

Module Level BIT

Chassis Level BIT

System Level BIT

ON ldle OFF
Line Time Line

ON Idle OFF
Line Time Line

ON Idle OFF
Line Time Line

1. Detection / X / X / / X / /
2. lIsolation v X / X v/ / X v/ v/
3. Indication to
Operator 4 X / v/ 7/ / v/ v /
Reporting to
Higher Level BIT / X / / / / / v/ v
. Logging in Local
Storage / X 4 / / / / v /
HS. Characterization
Stuck-at/Transient X X X v/ v / / v/ v/
7. Error Handling X X X X X X / v/ v/
e A11 Hardvare AT1 Modules AT1 Modules
Doma in Functions Within Within A Within A
A Module Chassis System
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5.0 BUILT-IN-TEST RESOURCE ALLOCATION BASED ON FAILURE RATE ANALYSES

It is important in the design of maintainable digital computer systems
to know which subsystems are most likely to fail. ,To do this precisely
requires detailed knowledge of the particular circuits to be used in the
synthesis of various parts of the computer system. In cases where the
exact hardware embodiment is not known, it is reasonable to extrapolate
from failure rates predicted for closely related machines.

A first cousin of the Military Computer Family member, AN/UYK-41, is
the Digital Equipment Corporation's PDP-11/70. The DEC PDP-11/70 is there-
fore used in the following analysis to make inferences about the functional
areas within the AN/UYK-41 which are most likely to fail. In addition,
this same reasoning can be used to predict the failure rate increase for
representative BIT approaches. The following sections summarize the
PDP-11/70 analysis.

5.1 Objectives of the Failure Rate Analyses

The two major objectives of the failure rate analysis were: 1) to
identify specific areas of the computer system that are most prone to fail-
ure, and 2) to predict the impact of BIT on the total system's failure
rate. The basic premise here is: once the specific areas (modules, sub-
systems) that have high failure rates are found, these areas can be given
the emphasis in the allocation of BIT resources. In this manner, the
smallest amount of BIT hardware will detect the greatest number of errors.
Another result of this analysis is the identificaiton of certain modules
that have a failure rate so high that the use of error correcting hardware
may be included in the design for meeting the MTBF specification. The
failure rate model used in this analysis is that of MIL-HDBK-2178. For a
more complete description of the model or definitions of various parame-
ters, refer to that handbook.

5.2 Results of DEC PDP-11/70 Failure Rate Analysis

Using a computer program developed at Carnegie-Mellon University
(CMU) called Autofail, it is possible to compute the failure rate of each
board in the PDP-11/70 mainframe. While the 11/70 is not a military
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computer, it represents a commercial machine with similar performance
specifications to the MCF machines. The CMU program utilizes the elec-
tronic components failure rate model in MIL-HDBK-217B. The computer pro-
gram does not use the exact modifications that are’'included in the two
revisions to 217B, rather it uses a slightly different modification that
approximates it.

Tables 5.1 and 5.2 represent a summary of this analysis. The computer
was divided inte the four units: CPU, floating point processor, cache, and
main memory. For each of these units, the number of boards, the failure
rate, and the percentage of total failure rate is given. Table 5.1 gives
this information for the computer modules at an ambient temperature of
25°C, whereas Table 5.2 gives this same information at 85°C. The latter
temperature was chosen because it is the specification in the 1TEC docu-
ments [14].

One can easily see that memery failures dominate (92%) all others at
high temperatures and are still a large percentage (50%) even at room tem-
perature. The great influence that temperature has on the relative fail-
ure rate is discussed in Section 5.3. The next largest unit that is prone
to failure is the CPU. Its failure rate is about twice that of the other
two units. The numbers in Tables 5.1 and 5.2 represent a computer with no
built-in-test so the numbers are not influenced by additional BIT hardware.
In order to provide the best fault coverage at the lowest cost, the two
areas that deserve the most consideration are the main memory and the CPU.
By providing a high level of confidence in the proper operation of these
two vital areas (through the use of BIT hardware) a high level of confi-
dence in the operation of the computer is achieved. In fact, if these two
vital areas are functioning properly, they can be used to check the other
two areas; the cache memory, and the floating point processor. For more
detailed information on the boards and components in each of the segments
of the computer, a complete listing is included in Appendix B.

5.3 Comparison of Failure Rates Between MOS and Bipolar Technologies
There is a large difference between semiconductor technologies with
respect to the effect of temperature on the failure rate. This fact was
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TABLE 5.1. FAILURE RATE OF PDP-11/70 at 25°C

Percentage of
| Number of Failure Rate Total Failure
Subsystem P.C. Boards| C/106 Hr. Rate (%)
- " |central Processing Unit 9 152 25
Floating Point Processor . 4 89 g 15
Cache Memory (1K by 16 bits) 4 66 ' n
Main Memory (64K by 16 bits) 4 296 49
Total | 25 603 100

TABLE 5.2. FAILURE RATE OF PD>-11/70 at 85°C

Number of Failurg Rate Percentage of
Subsystem P.C. Boards ( 710° Hr.) Total Failure
Rate (%)
Central Processing Unit 9 383 4
Floating Point Processor 4 263 2
Cache Memory (1K by 16 bits) 4 199 2
Main Memory (64K by 16 bits) 4 9910 92
% Total . 25 10755 100
|
B |
é
{
!
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shown in Section 5.2 where the memory portion of the computer accounted for
nearly all the failure rate (92%) at high temperature (85°C), but not at
lower temperature. The memory boards are made up of mostly MOS chips that
have a large failure rate acceleration with temperature. In contrast, the
CPU boards are composed-mainly of SSI & MSI chips whose failure rate has a
much lower temperature dependence.

From an examination of the reliability model of MIL-HDBK-217B, one
notices that bipolar technology has one temperature acceleration function
whereas MOS technology has a different (larger) one. Figure 5.1 shows
these two temperature factors (nT). It is clear from this figure that the
reliability of MOS devices degrades substantially at elevated temperatures.
This means that a significant failure rate reduction can be achieved simply
by keeping the ambient temperature a few degrees cooler!

To illustrate the impact that technology and temperature makes on the
reliability Figure 5.2 graphically represents the failure rate as a func-
tion of temperature for the PDP-11/70. The components of this computer are
classified into one of two groups: 1) ROM and RAM, or 2) SSI and MSI. The
ROM and RAM group is predominately MOS and is made up of 472 chips. The
SSI/MSI groups is predominately bipolar and is composed of 1870 chips. The
larger number of MSI/SSI chips have about the same failure rate at room
temperature as the memory because they are largely simple functions that
each have a low failure rate. The memory chips are much more complex (i.e.
more gates/chip) and, therefore, have a higher failure rate per chip. How-
ever, an interesting situation arises when the temperatures of each are in-
creased. The memory's failure rate increases dramatically while the fail-
ure rate of the SSI/MSI group increases only slightly. This illustrates
the fact that at elevated temperatures the memory portion of a computer
will account for nearly all the hardware failures.

5.4 Failure Distributions of Other Computers

To get a somewhat broader view of reliabilities from a variety of
computers, the following information is given. This reliability data was
obtained from Carnegie-Mellon University from their continuing research on
computer reliability. The data was derived from the model in MIL-HDBK-217
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for use in commercial environments. To summarize the data in the following
table, one can estimate that in a computer system (with peripherals not in-
cluded) 60% of the failures will be in the memory, 30% will be in the CPU
and 10% will be in the power supply. ;

The computer systems that were examined include a PDP-10 with a 256K
memory, a PDP-11/40 with 28K memory, an LSI-11 with 28K memory and two
multiprocessors at CMU the C.mmp and the Cm*. These computers represent a
broac range of computer applications. The PDP-10 is an example of a large
time-sharing machine, the PDP-11/40 is an example of a typical minicomput-
er, and the LSI-11 represents a microcomputer. The C.mmp has 16 intercon-
nected PDP-11/40 processors and a total core memory capacity of one million
words. The Cm* multiprocessor has eight LSI-11 processors each with 28K
words of semiconductor memory. The individual data is shown in Table 5.3.
[22]

5.5 Conclusion and Recommendations for BIT Resource Allocation

The area that is most likely to fail is the logical place for built-
in-test capability. It has been shown that at high temperatures memory
module reliability degra&e§ to a great extent and dominates the failure
rate of all other areas. It is, therefore, logical to provide error-

correcting hardware for the memory modules to increase the MTBF of the
entire computer system. Error-correcting hardware is not BIT in the
strictest sense, but error-correction directly affects maintainability and
maintainability is what BIT is all about. A complete discussion of the
recommended BIT for memory is given in Section 6.1.

The area that is next most prone to failure is the CPU. The organiza-
tion and function of the CPU is not simple, which implies that the BIT
techniques will not be simple. The CPU performs many functions which re-
quire a variety of BIT techniques to provide a BIT capability that is both
inexpensive and effective. The complete recommendation of BIT techniques
for the CPU is given in Section 6.2.
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TABLE 5.3. FAILURE RATES FOR VARIOUS COMPUTER SYSTEMS

Failure Rate % Of
System /10  Hours Total FR
PDP-10
Processor 3156 27
Memory (256K) 6658 58
RP-10 Disk Controller 625 5
Two DF-10 Data Channels 1135 10 1
Total 11580 100
PDP-11/40 i
Processor 57 30
Memory (28K) 108 57
Power Supply 23 13 i
Total 190 100
LSI-11
Processor 67 27
Memory (28K) 154 63
Power Supply 25 _10
Total 246 100 1
C .mmp
Processors 1008 18
Memory (1000K) 3904 65
Switch 202 3
Power Supply 800 13
Total . 5994 99 1
Cm*
Processors and 32 Memory 880 33
Memory (192K) 896 33
Other 656 24
: Power Supplies 250 " IO
A1l of Memory 1392 52
Total 2682 99

g
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5.6 Reliability Impact of Chassis Level BIT Module

In an attempt to quantify the impact on reliability of an added BIT
module, an example of such a configuration has been constructed. The model
uses a PDP-11/70 minicomputer to represent an MCF chassis, and to this is
added an LSI-11 microcomputer to represent a BIT module. The LSI-11 is
easily capable of performing all the error detection, error handling, and
error reporting tasks that have been discussed previously. The PDP-11/70 is
closely related in performance to a single chassis configuration of an MCF
computer.

Using the reliability model in MIL-HDBK-217B, the failure rate of each
part of this computer system was determined. To perform these calculations,

a computer program at Carnegie-Mellon University was used. The printouts of
this analysis of a PDP-11/70 with a chassis (console) BIT module is included
in Appendix B. To summarize the findings from this analysis, the basic
result is that the failure rate of the BIT module (the LSI-11) is only five
percent of the total failure rate. The failure rate calculation was re-
peated at several temperatures between 25°C and 85°C. The result indicated
the relative BIT module failure rate changed only slightly in relation to
the whole chassis. Another interesting fact that resulted from this analy-
sis is that roughly half of the failure rate of both the PDP-11/70 and the
LSI-11 was from the memory. The 11/70 has a 64K word memory and the LSI-11
has a 4K word memory. At elevated temperatures the failure rate of the mem-
ory ‘ncreased more rapidly than the rest of the components, but the BIT mod-
ule with its memory increased at approximately the same rate as the 11/70.

This analysis has shown that it is possible to provide an effective BIT
module to an MCF computer chassis at a cost to the chassis failure rate of
only 5%. The single circuit board sized microcomputer that served as an
example of BIT module could easily provide the required built-in-test func-
tion needed in each chassis.
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6.0 RECOMMENDATIONS FOR THE MODULE LEVEL BUILT-IN-TEST FOR THE MCF
AN/UYK-41(V) COMPUTER SYSTEM

In this section, built-in-test approaches for the following types of
modules have been considered:

Memory Subsystem Modules
Central Processing Unit Module
Bus Modules

Input/Output Modules

Analog Modules

N & W N -
.

It should be recalled from Section 5.0 that a large percentage of the
system malfunctions are due to failures in the memory. The failures in the
CPU and the power converters constitute most of the remaining failures.
Thus, it would be most advantageous to concentrate the BIT resources in
these modules.

The Memory Subsystem consists of 32K x 36 bit volatile or non-volatile
random access memory modules. The memory modules include their own read/
write control circuitry. The number and type of modules used in a system
would depend on the memory requirements of the application. For the memory
modules simple parity and single error correcting, double error detecting
codes are discussed.

The Central Processing Unit consists of one CPU3 module for single
processor system and two CPU3 modules for a dual processor system. The
CPU3 module has been designed to operate in both modes and its prime func-
tion is to emulate the AN/UYK-41(V) (PDP-11/70) instruction set. The Bus
modules consist of the Bus Extender Module (BEM) and the Bus Interface
Module (BIM2). The BEM is used in multiple chassis configuration to extend
the MCF bus system for interchassis communications. The BIM2 has been de-
signed to convert the MCF bus to the AN/UYK-41(V) bus (UNIBUS) so that non-
MCF peripheral compatible with the UNIBUS may be used on the MCF computer
systems.

The Input/Output (1/0) modules are used to interface the MCF computer
system with external devices. The ITEK documentation does not as yet
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provide detailed specifications for the 1/0 modules. However, it is as-
sumed that there will be several different types of 1/0 modules depending
on the interfacing requirements of the external devices.

The CPU3 and the BIM2 are among the most complex modules in the MCF
computer system. They perform several interdependent functions. Most of
these functions require generations of critical timing and control signals.
Also, all of the above mentioned modules perform, as a part of their over-
all functions, interactive communication among themselves as well as other
MCF modules. Due to this variety, complexity and interdependence of the
functions in these modules, no single BIT approacl. can be used to'provide a
substantial fault coverage. Rather, a set of BIT approaches must be used.

The analog modules in the MCF computer system are the Power Converter
Modules (PCM) and the Fan Assembly. The built-in-tests for the analog mod-
ules require a different approach. For the analog modules, the types of
parameters to be monitored, such as the output voltages, environmental, and
thermal and mechanical parameters, are discussed. Alternative ways to
implement the BIT hardware on the analog modules is also presented.

For the MCF computer systems, three levels of built-in-tests (system,
chassis, and module levels) have been discussed in Section 4.0. Although
these three levels of built-in-test have their own respective responsibili-
ties, there is some degree of interaction among them, and as such they can-
not be treated as three entirely different approaches.

The BIT approach discussed here for the above mentioned modules per-
tains mainly to the module level built-in-tests. The module level BIT
consists mainly of those testing techniques that require additional BIT
circuitry (hardware, firmware) resident on the modules. The main purpose
of this additional BIT circuitry is to monitor (detect) and to aid in diag-
nosing (isolating) hardware faults. These hardware faults may be within
the module or in the intermodule communications paths via the system bus.
These fault detection and isolation functions of the module level BIT are
discussed in this section.

In addition to the fault detection and isolation functions, the re-
sponsibility of module level BIT include fault indication, logging, and




reporting. These aspects of module level BIT have not been considered here
at this time.

At the module level, the overall approach for analyzing the BIT re-
quirements is as follows:

1.

Partition the hardware on the module by functions. These func-
tions should be as loosely coupled as possible. Tightly coupled
(or interdependent) functions make fault detection and isolation
more difficult.

Begin with the most basic (lowest level, innermost) function.

(a) Determine techniques to test that function with adequate
fault coverage making maximum use of internal observability
of signals.

(b) If 2(a) is not possible or fault coverage is inadequate,
determine ways of providing functional duplication for the
whole or a part of the function as a means for testing.

(c) If either 2(a)/2(b) are not feasible or external testing of
the module functions is desirable, provide externally acces-
sible test mechanism. This may vary from simple test points
to read/write maintenance registers. The purpose of this is
to increase the observability and controllability of internal
signals.

Repeat Step 2 with increasing higher level functions (those depen-

dent on the basic functions for their operation). This way maxi-

mizes the use of the building block approach to testing. The more
basic functions can, if working properly, be used for testing
higher level functions.

In view of the above mentioned approach for analyzing the BIT require-
ments at the module level and the overall MCF BIT requirements discussed in
earlier sections, the built-in-test features for the memory, CPU3, BEM,
BIM2, 1/0 and analog modules are described in the following sections.
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6.1 Memory Modules

Within the class of memory modules there are volatile and non-volatile
types. The volatile type using semiconductor random access memories will
be discussed first. Before the various approaches are discussed some back-
ground information on reliability assumptions will be given.

6.1.1 Volatile RAM
A block diagram of a memory module with error correction is shown in
Figure 6.1. It identifies the parts that have been added to provide the
BIT capability. From MIL-HDBK-2178 the appropriate failure model is of the
form:
R = e-At

where: R is the reliability
A is the failure rate, usually expressed in failures /106
hours
t is time, usually expressed in hours

For a non-error-correcting group of electronics, the system reliability

is the product of all the reliabilities of the components. This is more
easily computed by simply adding the failure rates of the components. How-
ever, this method is not applicable to designs that have at least some
degree of fault tolerance built into them. In the case of memories built
with a single error correcting code, an equation of the following form is
correct:

o Jea-(k=1)at -kA.t]w
R = Ee (k1) "M et

where: R is the reiiability of the system
k is total number of bits in the word
A; is the failure rate of a memory chip
A is the failure rate of the control circuitry
t is time
w is the number of sets of chips in the system
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Figure 6.1 Block Diagram of Memory Module with Error Correction
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The parameter w is computed by dividing the number of bits on a chip by the
number of words on the memory module. A chip organization one bit wide has
been assumed. This model also assumes a very pessimistic view, i.e. that
of the whole chip failure model. That is, every failure within the chip
disables the entire chip. In reality, most of failures within a chip
affect only one cell. With the above model, a failure rate (FR) is defined
as below:

MTBF =fR(t)dt
0

S
FR = MT'B-F and,

Based on these assumptions, the suggested BIT approach for the vola-
tile memory module will be a single error correcting code with double error
detection. Although the added BIT circuitry is a greater than the 10-20%
goal, the reliability is not decreased a similar amount. In fact, the
reliability will be significantly increased. The exact increase in the
number of packages depends on the size of the memory chips used. Larger
chips (16K dynamic RAM) are generally cheaper per bit, more reliable, use
less power and take up less board space. For these reasons, large chips
should be used as soon as they are able to meet military quality control
specifications. The following table (Table 6.1) illustrates the impact on
failure rate for various implementations. It is based on a bare bones
memory module with 32K words each having 16 bits of data. Because of
control circuitry differences in the final MCF implementation, the actual
cost and benefit numbers may be slightly different than those listed in

Table 6.1. The recommended BIT will store an additional six bits with
every data word.
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TABLE 6.1. VOLATILE MEMORY MODULE BIT APPROACHES

Estimated

Number of Module Module
BIT Chip Chip Chips in Failure Rate MTBF
Method Size Type Module (10  hours) (hours)
Parity 4K static 161 489 2040
ECC 4K static 219 139 7170
Parity 16K dynamic 61 287 3480
ECC 16K dynamic g2 141 7060

. . R s o )

The data in Table 6.1 shows that in using 4K static RAM, the error correct-
ing code (ECC) requires 36% more chips than the same module with parity.
However, the MTBF has increased 250%! Using 16K RAM's, the ECC requires
50% more chips than the module with parity (but less than half the total
number using 4K RAM's) and has MTBF 100% greater. One can also see from
this data that with ECC the module reliabilities using 4K and 16K RAM's are
nearly the same, even though the module reliability is very different when
parity is used. This is because the failure model assumed that the whole
chip was inoperable when a failure occured. Since there are more memory
cells in a 16K RAM, a total chip failure is much more drastic. If a single
cell failure model is used, the module reliability is increased by over an
order of magnitude and the reliability of the module with 16K RAM's is
higher than one built with 4K RAM's. Using the error correcting code, the
error detection coverage is greater than 95%.

The recommended BIT for the volatile RAM will take up a relatively
large amount of board space. With the space (and power) limitations of a
RAM module from the MCF, and with present technology, it may be impossible
to implement the recommended BIT. Recognizing this fact, an alternative
BIT technique should be used until tecnology produces more complex integra-
ted circuits. The alternative BIT technique is byte parity. This approach
will detect over 95% of the faults at a cost of only about 12%.
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6.1.2 Non-Volatile RAM

Non-volatile memories use ferrite cores to store the digital data.
Since MIL-HDBK-217B does not give any reliability data on ferrite cores, it
is not possible to do an analysis to quantify the reliability impact of any
BIT technique. However, the volatile RAM provides the same function as the
nonvolatile RAM. Therefore, one can reasonably assume that any particular
BIT approach would increase the hardware approximately the same amount on
each type RAM. Core memories have become a mature technology that has been
developed over many decades. This has increased its reliability and

reduced its size and cost. Indeed, core memories are more reliable than
the semiconductor ones. These reasons would indicate that the use of ECC
would be a needless expense.

The recommended BIT technique for the non-volatile memory module will
be byte parity. This will detect over 95% of the faults, but will increase
cost only by about 12%. However, in the future, it may be desirable to use
an error-correction technique on these memories also. Applications are re-
quiring larger and larger memory arrays and the need for long MTBF times is
increasing. If the MCF computers are going to use memory arrays near 200K
words, thep an error-correcting code will be needed on the non-volatile
memory. This will be the only way to have a large system that will achieve
an adequate MTBF.

6.2 CPU3 Module

The block diagram of the CPU3 module and the Basic Processor as de-
fined in the ITEK F3 gspecifications EL-CP-2817-MCF [23] are given in
the Figures 6.2 and 6.3, respectively. From these block diagrams a natural

partitioning of the CPU3 module is as follows.
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Figure 6.2. CPU Block Diagram [23]
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